Determining pattern–process relationships in heterogeneous landscapes

6.1 Introduction

Landscapes are now being altered at unprecedented rates (Forman and Alexander 1998), resulting in the loss and fragmentation of critical habitats (Gardner et al. 1993), declines in species diversity (Quinn and Harrison 1988, Gu et al. 2002), shifts in disturbance regimes (He et al. 2002, Timoney 2003), and threats to the sustainability of many ecosystems (Grime 1998, Simberloff 1999). Because the ecological consequences of landscape change are difficult to measure, especially at broad spatial and temporal scales, the quantification of landscape pattern has often been used as an indicator of potential biotic effects (e.g., Iverson et al. 1997, Wickham et al. 2000). It is hardly surprising, therefore, that the development of methods to measure landscape pattern has become an important endeavor in landscape ecology (see O’Neill et al. 1999 for a recent review).

Numerous landscape metrics have been developed and applied over the last 15 years or so, but relatively few studies have been successful in using metrics to establish pattern–process relationships at landscape scales. The first landscape metrics paper (Krummel et al. 1987) attempted to do this by presenting the hypothesis that the shape of small forest patches should be affected by human activities while large patches should follow natural topographic boundaries. The analytical results showed that this was the case, but causal relationships were never experimentally confirmed. The prospect of this first study stimulated the rapid development of additional indices (see O’Neill et al. 1988, Haines-Young and Chopping 1996), with progress in this arena frequently reviewed (e.g., Gustafson and Parker 1992, Riitters et al. 1996, Hargis et al. 1998, Fauth et al. 2000, He et al. 2000, Tischendorf 2001) and computational methods codified (e.g., Gardner 1999, McGarigal et al. 2002). However,
the confirmation that pattern metrics reflect the changes in ecosystem processes as a result of landscape change has remained an elusive goal (but see Tischendorf 2001, Ludwig et al. 2002).

The absence of rigorous guidelines for the application of landscape metrics has raised additional concerns about their usefulness and validity (e.g., Fortin et al. 2003, Li and Wu 2004, Wu 2004). These concerns include that the use of multiple metrics to assess pattern change increases the probability of obtaining false positives (type I errors); that metrics with nonmonotonic relationships with pattern change are of limited usefulness and generality; and that the confidence levels associated with many metrics are difficult or impossible to estimate. In spite of these important issues, the results of landscape analyses using questionable measures of pattern are now driving costly programs to mitigate the effects of landscape change. Perhaps the most notable examples are the widespread use of corridors to link critical habitat areas in an effort to reduce extinction risks within fragmented landscapes (Anderson and Danielson 1997, Tewksbury et al. 2002).

In spite of the magnitude of efforts to increase the degree of habitat connectivity, the effectiveness of corridors as a species conservation tool remains controversial (Rosenberg et al. 1997, Beier and Noss 1998). The success of corridors is directly dependent on their use by target species to disperse to and populate otherwise unavailable patches of suitable habitat. Obtaining sufficient information on dispersal is notoriously difficult, resulting in a long history of using model simulations to define those features of the landscape which most impact the dispersal success (e.g., Murray 1967, Gustafson and Gardner 1996, Tischendorf et al. 1998).

The following analysis builds on past simulation methods to identify critical relationships between the landscape structure (corridor pattern) and ecosystem process (reestablishment of resident or invasion of exotic plant species), illustrating how pitfalls in analysis may be avoided. The subsequent results are both simple and robust, allowing a series of issues to be considered. Among these are the conditions under which corridors interact with the native biota to promote the reestablishment of endemics following disturbances or, alternatively, allow the invasion of exotics. The results of a factorial set of simulations are also used to offer recommendations for the general use of metrics to relate pattern and process within heterogeneous landscapes.

6.2 Methods

6.2.1 Model overview

The model used for simulating pattern–process within heterogeneous landscapes is CAPS, an individual based, spatially explicit model of plant
competition, establishment, and dispersal (Plotnick and Gardner 2002). Plants simulated by CAPS may differ in life history, relative fecundity, habitat preferences, properties of propagule spread, and ability to compete for space in which to germinate and become established. The landscape is described as a grid with each grid site defined by 1 of \( n \) different habitat types. Maps may be randomly generated within CAPS or imported from landscape data. Competitive success which results in establishment and reproduction is simulated via a seed lottery with success randomly determined from the abundance of propagules at that site and the suitability of the local habitat to support that species (see details below).

CAPS is written and compiled in Lahey Fortran 95 to be executed under the Linux operating system. Full details regarding model formulation may be found in Plotnick and Gardner (2002) and program source code and executables may be downloaded from http://scout.al.umces.edu/~gardner.

6.2.2 Corridor generation

Corridors were randomly generated in CAPS using a fractal algorithm (Gardner 1999) to produce landscapes with a central, narrow habitat corridor (Fig. 6.1). Two parameters control the character of these landscapes: \( H \) sets the spatial dependence (or “roughness”) of adjacent points (see Plotnick and Prestegaard 1993 for a full description of the role of \( H \) in the generation of fractal maps), and \( p \) controls the amount of each habitat type. Resulting landscapes were composed of 512 rows and columns (262,144 lattice sites) with each site representing a \( 2 \text{m} \times 2 \text{m} \) habitat site (map size is 1024 by 1024 m or 104.9 ha). Differences in habitat types are considered as an abstract representation of the numerous biotic and abiotic factors (e.g., differences in soil type, moisture, elevation, light availability, etc.) that may negatively or positively affect the germination, survivorship, and reproduction of individual species.

6.2.3 Dispersal

CAPS allows a variety of probability distributions of propagule dispersal to be used in the dispersal kernel. The probability density functions (p.d.f.) for dispersal are uniquely specified for each species, and may be selected from either the uniform, normal, exponential, or Cauchy distributions (Fig. 6.2). The selected p.d.f. produces sets of values representing the probability, \( d(i,r) \), of a viable seed released from a parental site, \( i \), reaching a map site that is a distance \( r \) away. The p.d.f.s for the uniform, normal and exponential are more fully discussed in Plotnick and Gardner (2002), while the Cauchy distribution (Johnson and Kotz 1970) is a recent addition to the CAPS program. The
location parameter, $\theta$, for the Cauchy was set to 0.0, allowing the Cauchy p.d.f. to be defined by the scale parameter, $\lambda$. Thus, the Cauchy p.d.f. $= 1/\pi \lambda / (\lambda^2 + r^2)$, where $r$ is the distance over which dispersal occurs.

Simulation efficiency was improved by setting finite limits on dispersal. For each distribution, a maximum dispersal distance, $r'$, was defined (see the evaluation of this constraint discussed below) limiting dispersal to the area
Figure 6.2
Comparison of the probability of movement (A) and the rate of movement (B) for the normal, exponential, and Cauchy probability distributions.
around the parental site defined by the radius \( r' \). The total number of sites, \( S \), over which dispersal may occur is determined by \( r' \): \( S = 5 \), when \( r' = 1 \) (i.e., nearest neighbor dispersal), while \( S = 441 \) when \( r' = 12 \). All probabilities within the circle defined by the radius \( r' \) are summed and normalized so that the dispersal probabilities from a single site sums to 1.0. Our comparison of these discrete formulations with the equivalent continuous distributions used in a discrete time, spatially continuous integrodifference simulation of dispersal (Hart and Gardner 1997) has shown that the two methods are numerically equivalent provided that \( d(i,r') \) is small when \( r = r' \).

6.2.4 Competition

Competition for establishment, growth, and reproduction is simulated annually at each unoccupied site via a seed lottery (Lavorel et al. 1994, Plotnick and Gardner 2002). Sites are unoccupied if plant propagules have yet to reach that location, if the resident individual has died (this occurs yearly for annual plants), or if the habitat type is unsuitable for occupation (i.e., the optima, \( O_{ij} \), for habitat \( j \) is 0.0 for all species, \( i \)). The seed lottery is performed as a two-step process:

1. The probability of viable seeds of species \( i \) landing on an unoccupied site of habitat type \( j \) is calculated and weighted by the suitability of that site for seed germination. This probability, \( T_{ij} \), is estimated as:

\[
T_{ij} = O_{ij} \left[ \sum_{1}^{z} d(i, r)R_{i} \right]
\]

where \( R_{i} \) is the relative fecundity of species \( i \), \( z \) is the number of grid sites within the neighborhood defined by the radius \( r \), and \( d \) is the dispersal kernel for species \( i \). The suitability of each habitat type \( j \) for each species is described by the habitat optima matrix, \( O_{ij} \); if \( O_{ij} = 0.0 \) then \( T_{ij} = 0.0 \) because species \( i \) cannot survive within habitat type \( j \); if \( 0.0 < O_{ij} < 1.0 \) then the probability of success, \( T_{ij} \), is scaled according to the relative inhospitality of habitat \( j \); if \( O_{ij} \geq 1.0 \) then the probability of successful establishment, \( T_{ij} \), is proportionately increased for species \( i \).

2. Finally, the values of \( T_{ij} \) are normalized by the sum across all species present so that \( \Sigma T_{ij} \) equals 1.0 for the site being considered. These distance and habitat weighted probabilities are then used in the seed lottery to randomly select the species that will establish at that site.

An average, nonspatial measure of competitive ability of each species within each habitat type may be estimated by: \( \alpha_{ij} = O_{ij} R_{j} \), the product of the habitat optima and the relative fecundity. Calculation of \( \alpha_{ij} \) ignores spatial effects
considered by $T_{ij}$ by assuming that seeds of all species will reach all unoccupied sites. For competition between two species, the ratio of the $\alpha_{ij}$s provides a mean-field estimation of expected success in seed lottery competition.

### 6.2.5 Simulating invasion

Simulations of species invasion along corridors were performed either with or without a resident species present. All species were annual plants, with simulated differences in species achieved by varying the relative fecundity, $R$, the p.d.f used for dispersal, and the range of habitats (niche width or habitat optima, $O_{ij}$) that may be occupied. Maps were initialized by placing the invader along the east and west edges of the map, while residents, if simulated, were placed on all other map sites. The rate of movement of invaders, $v$, was measured as the maximum distance moved, $c$, per time interval, $t$. Thus, $v = c / t$, where $t$ is number of years simulated. The use of the maximum distance moved has two advantages: (1) extensive calculations of mean squared distances (see Turchin 1998) are unnecessary because the direction of movement is known, (2) $c$ can be estimated for all distributions – even for fat-tailed distributions which may lack finite moments (Clark et al. 2001), and (3) this statistic allows asymptotic rates of spread to be unambiguously estimated (see Fig. 6.3 of Clark et al. 2001). The initial conditions of all simulations produce a concentration of invaders along the east and west edges of the map, biasing initial estimates of $v$. Therefore the most reliable averages for $v$ were obtained over the interval $t = 30–35$ years.

Four types of simulations were performed to evaluate model assumptions and determine the relative effects of landscape and biotic attributes on species invasions within habitat corridors. These simulations were: (1) an initial series to evaluate the performance of alternative dispersal kernels within lattice models, (2) a set of simulations with fixed species characteristics but variation in corridor width and degree of continuity, (3) a set of simulations of invasion with competition within homogeneous landscapes, and (4) a factorial set of simulations that systematically varied species characteristics, competition, and landscape structure to determine the relative importance of each set of factors in the invasion process. All simulations were run for 300 time steps (years), or until the invading species reached the center of the map. The initial landscape patterns and the final species distributions were analyzed with RULE (Gardner 1999).

#### 6.2.5.1 Truncation effects for different dispersal kernels

The exponential distribution has frequently been used for modeling passive dispersal (Okubu and Levin 1989, Turchin 1998) and has been the foundation
upon which diffusive models are based (i.e., Skellam 1951, Okubo 1980). However, there are compelling arguments for using distributions whose extreme values do not decline exponentially with distance. These distributions, often termed “fat-tailed,” are distinguished by the formation of new colonies at the extreme limits of dispersal (Clark et al. 1999, Wallinga et al. 2002) and result in higher rates of population expansion than exponential or normal distributions. Although seed dispersal data are rarely sufficient to unambiguously identify differences in the tails of the distribution (Wallinga et al. 2002), it is important to evaluate the effect of different p.d.f.s (including truncation effects) on the simulation of dispersal in CAPS.

Alternative forms of the dispersal kernel were simulated within a landscape composed of a single habitat type ($p = 1.0$), or with maps containing a linear corridor 4 m wide (2 grid sites) that connected the east and west edges of the map. The habitat optima and relative fecundity of the invading species were held constant at $O_{ij} = 2.0$, $R = 2.0$ and resident species were not simulated. The dispersal kernels were either the Cauchy, normal, or exponential distributions with the controlling parameter of each set to $1.0$ and the p.d.f.s truncated at either 12 or 24 m (total of six sets of simulations). Invaders were initialized on the edge of the map and the rate of movement, $v$, measured until the invader reached the center of the map.

6.2.5.2 Structured landscapes
A second set of simulations was performed to evaluate the effect of corridor structure (i.e., variation in corridor width or gaps) on the rate of dispersal of an invading species. Two types of structured maps were created: (1) maps with a single line of habitat from the east to the west edge of the map (i.e., parallel to the directions of invasion) with the width of the lines set at 1, 2 or 4 map sites (2–8 m), and (2) maps with multiple vertical lines of habitat from north to south (i.e., perpendicular to the direction of invasion) with distances between lines of 1, 2, or 4 map sites (2–8 m). Resident species were not simulated, the p.d.f. of the invader was set to the exponential distribution ($r' = 12$ m, $2 = 1$), and $O_{ij}$ constant at 2.0. For each map type a value of $R$ was set at 1.0, 2.0 or 4.0 for a total of 18 sets of simulations. The invading species was initialized on the map edges and the rate of invasion, $v$, was measured until the center of the map was colonized. An average rate of invasion was estimated from the values of $v$ recorded at $t = 30$ to 35.

6.2.5.3 Effect of competition
The effect of competition on invasion was evaluated with a series of simulations within a homogeneous landscape. The relative fecundity of residents and invaders was set at $R = 2.0$, maps were of a single habitat type ($p = 1.0$), and
invaders were initialized on the east and west edges of the maps. The rate of dispersal, \( v \), was measured over a 300-year period, or until the invader reached the center of the map. The competitive abilities, \( \alpha_{ij} \), of each species was varied by altering only the habitat optima, \( O_{ij} \), of the resident species to produce a series of simulations with the ratio of competitive abilities (resident/invader) ranging from 0.25 to 10.0.

6.2.5.4 Landscape factorial

The final set of simulations involved the examination of a wide range of landscape structures, life-history characteristics of the invading species, and competitive effects on the invasion process. The fractal map algorithm of RULE (Gardner 1999) was used to generate ten replicates of nine different landscapes types (a total of 90 maps), with landscape types differing in the value of \( H \) (either 0.3, 0.5, or 0.7; Fig. 6.1) and the fraction of the map occupied by the corridor, \( p \) (either 0.005, 0.01, or 0.02). A buffer habitat surrounding the corridor was held constant at \( p = 0.02 \) for all simulations. The remaining portion of the map was a third habitat type that could be occupied by a resident species, but would not support the invader (i.e., \( O_{13} = 0.0 \)). These maps were designed to represent a broad range of corridor types from highly diffuse to highly concentrated (Fig. 6.1).

The invading species was an annual plant with fixed dispersal characteristics (p.d.f. = exponential, \( 2 = 1.0, r' = 6.0 \)), but variable levels of relative fecundity \( (R = 1.0, 2.0, \text{ or } 4.0) \). Because dispersal success is a function of the dispersal kernel and fecundity (Clark and Ji 1995, Higgins et al. 1996), varying just fecundity was sufficient for our purposes. But in reality, both the dispersal kernel and fecundity may be expected to vary. The niche width of invaders, defined by the values of \( O_{ij} \) for each of the three habitat types, was either narrow (\( O_{ij} = 2.0 \) for the corridor, but 0.0 elsewhere) or broad (\( O_{ij} = 2.0 \) for the corridor, 1.0 for the buffer, and 0.0 elsewhere). Invasion with competition was also simulated by initializing the map with a resident species with \( R = 2 \) and \( O_{ij} = 0.0 \) for the corridor, but \( O_{ij} = 1.0 \) elsewhere. The full factorial set of conditions resulted in a total of 810 simulations being performed.

6.3 Results

6.3.1 Truncation effects for different dispersal kernels

The comparison of truncation effects for three p.d.f.s is shown in Table 6.1. Other species characteristics were held constant (\( O_{ij} = 2.0, R = 2.0 \)) and dispersal was observed within maps composed of either a single habitat type (A) or a corridor of suitable habitat constrained to a 4 m-wide region (C4).
Table 6.1. Comparison of truncation effects for three probability distribution functions (p.d.f.). The probability, \( d(i,r) \), and rate of dispersal, \( v \), are shown when the p.d.f. tails were truncated at the maximum range, \( r' \), of 12 or 24 m.

<table>
<thead>
<tr>
<th>p.d.f</th>
<th>Map type(^a)</th>
<th>( r' = 12 )</th>
<th>( r' = 24 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>A</td>
<td>0.22e-6</td>
<td>0.13e-27</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.22e-6</td>
<td>0.13e-27</td>
</tr>
<tr>
<td>Exponential</td>
<td>A</td>
<td>0.39e-3</td>
<td>0.94e-6</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.39e-3</td>
<td>0.94e-6</td>
</tr>
<tr>
<td>Cauchy</td>
<td>A</td>
<td>0.23e-2</td>
<td>0.44e-3</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.23e-2</td>
<td>0.44e-3</td>
</tr>
</tbody>
</table>

\(^a\) All maps were 512 rows and columns with a single habitat type (A) or a 4 m corridor (C4) connecting the east and west edges of the map.

The effect of truncation of the p.d.f.s was most noticeable for the Cauchy distribution, causing a 50 percent reduction in the rate of invasion when \( r' \) was reduced from 24 to 12 m (Table 6.1). Even though the values of \( d(i,r) \) at \( r' \) were always small, the fatter-tails of the Cauchy distribution (Fig. 6.2a) resulted in dispersal rates that were considerably larger than either the normal or exponential distributions (Table 6.1).

Truncation effects are barely noticeable for the normal distribution, but measurable for the exponential distributions in the solid (A) maps (Table 6.1). Reductions in the rate of dispersal due to the confines of the corridors were evident for all p.d.f.s, and considerably larger than those due to truncation of the p.d.f.s. The fatter-tails of the Cauchy distribution resulted in a larger number of propagules lost from the corridors, producing a 50 percent reduction in \( v \) when comparing results in the unconstrained maps (A) to those within the 4m corridor when \( r' = 24 \text{ m} \) (Table 6.1). The effect of the corridor on dispersal was small but also evident for the normal distribution. The lower probabilities in the tails of the normal distribution (Fig. 6.2a) resulted in no appreciable changes in \( v \) due to truncation effects (Table 6.1). The exponential case showed an intermediate corridor effect with \( v \) reduced from 8.9 myr\(^{-1} \) in the solid map to 5.1 myr\(^{-1} \) within corridors when \( r' = 24 \text{ m} \) (Table 6.1). Because the following simulations considered the variation in a large number of species and landscape parameters, the dispersal kernel of the invading species was fixed to the exponential distribution (\( \lambda = 1.0, r' = 12 \text{ m} \)) for all subsequent simulations.
6.3.2 Effect of corridor width and gaps

Calculation of $v$ within the solid map (A) provided an estimate of the maximum possible dispersal rate of $8.25 \text{ myr}^{-1}$ when $R=4.0$ (Table 6.2). Differences due to variation in $R$ were small, with an $\sim 13$ percent increase in $v$ for a four-fold increase in $R$. When dispersal was constrained by narrow, 2 m corridors, with the highest level of fecundity ($R=4.0$), $v$ was 40 percent slower than the solid (A) maps. Increasing corridor width resulted in proportionally fewer propagules dispersed into the nonhabitat areas surrounding the corridor and, therefore, an increase in $v$. The rate of invasion in an 8 m-wide corridor was only $\sim 13$ percent less than that of the A map when $R=4.0$ (Table 6.2).

Low fecundity and narrow corridors ($R=1.0$, width = 2 m, Table 6.2) had a nonadditive effect on dispersal, with $v$ increased $\sim 62$ percent from 2 to 4 m, and $\sim 64$ percent when $R$ increased from 1.0 to 4.0. If these effects were independent and additive, then $v$ would be greater than $9.0 \text{ myr}^{-1}$; a rate greater than that observed for A maps (Table 6.2). This lack of additivity is probably due to the changing proportion of seeds falling into adjacent habitat as corridor width increases.

The results of the corridor gap simulations show that even the narrowest (2 m) gaps cause a decrease in dispersal rates (e.g., $v$ reduced from 7.21 to $4.33 \text{ myr}^{-1}$ when $R=1.0$, Table 6.2). The rate of invasion was very slow ($1.91 \text{ myr}^{-1}$) when $R=1.0$ and the width of the barrier = 8 m. However, barrier effects were diminished as $R$ increased (Table 6.2). The truncation of the dispersal kernel at 12 m determined the maximum barrier that could be crossed.
6.3.3 Effect of competition on invasion

Systematic variation in the habitat optima of the resident species \((O_r)\) allowed the competitive ability of the resident to be varied (e.g., \(\alpha_i/\alpha_r\), Fig. 6.3). The rate of invasion, \(v\), showed a threshold response to competition with a resident: \(v\) approached the maximum observed (7.31 myr\(^{-1}\), Table 6.2) when the resident species was a relatively poor competitor \((\alpha_i/\alpha_r = 10.0)\); but declined rapidly as the relative competitive ability of the resident increased (Fig. 6.3). When the two species were equal competitors \((\alpha_i/\alpha_r = 1.0)\), \(v\) was reduced to \(\sim 2.0\) myr\(^{-1}\); and when the resident species was the superior competitor \((\alpha_r/\alpha_i = 0.1)\), \(v\) was barely measurable \((< 0.05\) myr\(^{-1}\), Fig. 6.3).

6.3.4 Fractal maps factorial

The corridors produced by the fractal map generator vary as a function of \(p\) (the fraction of the map occupied by the corridor) and \(H\) (the parameter controlling the spatial dependence or “roughness” of corridor habitat, Fig. 6.1).
Changes in the mean number of habitat patches, $M(c)$, and average patch size, $S(c)$, within the randomly generated corridors as a function of $p$, the fraction of the map occupied by the corridor, and $H$, the spatial dependence of map habitat. Error bars represent one standard deviation above the mean.

The number and size of corridor patches were analyzed by RULE using the next-nearest neighbor criterion for patch identification (Gardner 1999). The results showed that $p$ and $H$ directly affected the average patch size within the corridors, $S(c)$, with the largest patches occurring when $p=0.02$ and $H=0.7$ (Fig. 6.4). The total number of patches, $M(c)$, was inversely related to patch size, with the greatest degree of fragmentation of corridor habitat occurring when $p=0.005$ and $H=0.3$ (Fig. 6.4).
Table 6.3. The adjusted mean values estimated by SAS general linear model (Table 6.4)

<table>
<thead>
<tr>
<th>Independent Variable&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Level</th>
<th>v</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>0.3</td>
<td>0.73</td>
<td>∼0.0</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>2.52</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>4.08</td>
<td>1.14</td>
</tr>
<tr>
<td>C</td>
<td>Without</td>
<td>1.53</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>With</td>
<td>0.92</td>
<td>0.44</td>
</tr>
<tr>
<td>N</td>
<td>Wide</td>
<td>3.32</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Narrow</td>
<td>1.67</td>
<td>0.21</td>
</tr>
<tr>
<td>R</td>
<td>1.0</td>
<td>1.42</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>2.48</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>3.44</td>
<td>0.63</td>
</tr>
<tr>
<td>p</td>
<td>0.005</td>
<td>1.44</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>2.37</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>3.53</td>
<td>0.87</td>
</tr>
</tbody>
</table>

<sup>a</sup> H and p control the degree of map fragmentation and amount of habitat within the corridor, respectively; N defines the niche width (narrow or broad) of the invader; C indicates the presence or absence of competition; and R indicates the level of fecundity of the invader.

The adjusted mean rate of invasion, v, and the average patch size occupied by the invading species (analyzed at year 300) are presented in Table 6.3. The greatest effect on v was due to H, the parameter controlling map roughness (Fig. 6.1): v ranged from a low of 0.73 myr<sup>−1</sup> when H=0.3 to 4.08 myr<sup>−1</sup> at H=0.7. Relative fecundity of the invader, R, and the proportion of the map that was corridor habitat, p, also had a positive effect on v (Table 6.3); while the presence of a competitor reduced v by ∼40 percent and increasing niche width changed the average invasion rate by ∼50 percent.

The average patch size, S, occupied by the invading species (analyzed in year 300) was correlated with the invasion rate (r=0.765). Patch sizes of the invader were largest when H, p, and R were highest, the species niche was widest, and competitors were absent (Table 6.3). Simple correlation coefficients – which measure linear relationships uncorrected for other covariates – showed weak overall trends with R and p, but a strong effect due to H (r=0.65).

The analysis of variance of v and S (Table 6.4) showed that landscape pattern, species characteristics, and the degree of competition accounted for a high degree of the total variation in these response variables (R<sup>2</sup>=84.3 and 73.7, respectively, Table 6.4). The variance terms for the ANOVA were estimated by
Table 6.4. The relative sum of squares for the rate of movement \((v)\) and the mean cluster size \((S)\) of the invading plant at year 300 of the simulation

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>I</th>
<th>III</th>
<th>I</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H)</td>
<td>2</td>
<td>42.3</td>
<td>6.8</td>
<td>41.6</td>
<td>1.6</td>
</tr>
<tr>
<td>(p)</td>
<td>1</td>
<td>16.3</td>
<td>16.3</td>
<td>10.1</td>
<td>10.1</td>
</tr>
<tr>
<td>(Hp)</td>
<td>2</td>
<td>0.9</td>
<td>0.1</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td>(N)</td>
<td>1</td>
<td>4.3</td>
<td>8.9</td>
<td>13.5</td>
<td>14.6</td>
</tr>
<tr>
<td>(C)</td>
<td>1</td>
<td>5.7</td>
<td>5.7</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>(R)</td>
<td>1</td>
<td>14.8</td>
<td>14.8</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

\(R^2\) 84.3 73.7

\(a\) The relative sum of squares are either the type I (uncorrected) or type III (the partial sum of squares) divided by the corrected total sum of squares and expressed as a percent. Values estimated by SAS (2001) generalized linear model procedure.

\(b\) \(H\) and \(p\) control the degree of map fragmentation and amount of habitat within the corridor, respectively; \(N\) defines the niche width (narrow or broad) of the invader; \(C\) indicates the presence or absence of competition; and \(R\) indicates the level of fecundity (1.0 or 2.0) of the invader. \(R^2\) is the total relative sum of squares for the general linear model. All effects are significant at \(P < 0.0001\). See text for additional details regarding these simulations.

the SAS generalized linear model (SAS 2001), with the relative uncorrected (type I) sum of squares and relative partial sum of squares (type III) reported in Table 6.4. The difference between these two sums of squares is an indication of the colinearity found when analyzing complex phenomena. \(H\) accounts for 42.3 and 41.6 percent of the variance for \(v\) and \(S\), respectively, when it is the first variable in the model (type I, Table 6.4), but drops to 6.8 and 1.6 percent (type III, Table 6.4) when corrected for all other effects. The relative importance of the independent variables on \(v\), as measured by the partial sum of squares, was greatest for \(p\) and least for \(C\) (ranking: \(p > R > N > H > C\), with all effects significant). Interactions between \(H\) and \(p\) were small but significant, while interactions among other variables were not statistically significant.

Similar results were obtained for \(S\), except that the most important parameter affecting the mean cluster size was \(N\), the niche width of the invader. A wider niche (i.e., the ability to germinate and establish in multiple habitat types) allows more habitat to be occupied and, therefore, larger final cluster sizes. The parameter affecting competition, \(C\), map roughness, \(H\), and fecundity of the invader, \(R\), had the least important effect on \(S\). Examination of the correlations among predicted variables showed that the average patch size and the total
Table 6.5. This ANOVA table shows the relationship between four landscape descriptors and the rate of invasion (v) and mean cluster size (S) of invading species after 300 years.

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>I</th>
<th>III</th>
<th>I</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>2</td>
<td>42.3</td>
<td>0.5</td>
<td>41.6</td>
<td>0.1</td>
</tr>
<tr>
<td>p</td>
<td>1</td>
<td>16.3</td>
<td>2.7</td>
<td>10.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Hp</td>
<td>2</td>
<td>0.9</td>
<td>&lt;0.1</td>
<td>6.1</td>
<td>1.4</td>
</tr>
<tr>
<td>S(c)</td>
<td>1</td>
<td>2.8</td>
<td>2.2</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>M(c)</td>
<td>1</td>
<td>1.7</td>
<td>1.7</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

R² = 63.9  61.6

a The relative sum of squares are either the type I (uncorrected) or type III (the partial sum of squares) divided by the corrected total sum of squares and expressed as a percent. Values estimated by SAS (2001) generalized linear model procedure. All effects > 0.1 are significant at p < 0.01.

b H and p control the degree of map fragmentation and amount of habitat within the corridor, respectively; S(c) is the average patch size of available corridor habitat; M(c) is the total number of habitat patches within the corridor estimated by RULE (Gardner 1999). R² is the total relative sum of squares for the general linear model. All effects are significant at P < 0.0001. See text for additional details regarding these simulations.

number of patches occupied by the invader were inversely related (r = −0.732) while the v and S were positively correlated (r = 0.765).

The role of landscape pattern on invasion was further examined by including other landscape metrics in the analysis of v and S (Table 6.5). Simple correlations showed that S(c) (average patch size) was related to v (r = 0.765) and S (r = 0.767); while M(c) (total number of patches) were inversely related to v (r = −0.620) but directly related to S (r = 0.441). The partial sum of squares accounts for the colinearity among landscape metrics, showing a drop among all responses to < 4 percent. Although colinearity may always be expected among landscape metrics (Riitters et al. 1995), their presence makes the determination of cause–effect relationships problematic. For instance, if we drop H and p from the ANOVA then S(c) and M(c) alone explain 57.2 and 2.2 percent of the variance in v, respectively.

6.4 Conclusions and recommendations

Dispersal is a critical factor that may ensure population persistence at landscape scales even though local extinction events periodically occur (Hanski
The extensive changes in landscape pattern that are being experienced in many areas (Malhi et al. 2002, Lambin et al. 2003, Parmenter et al. 2003) often create a matrix that will not support the successful dispersal of many organisms (Goodwin and Fahrig 2002). Under these circumstances corridors of suitable habitat may provide a link through which dispersal may continue to occur (Gonzalez et al. 1998). Although there is general agreement that maintaining connectance between populations via dispersal is critical, the effectiveness of corridors must be evaluated for each species and each landscape configuration. The lack of empirical evidence verifying the effectiveness of corridors within many landscapes has raised doubts about their general effectiveness (van Dorp et al. 1997, Tikka et al. 2001, Tewksbury et al. 2002).

Theoretical studies are considerably easier to perform, and support the general conclusion that corridors may effectively link spatially distinct populations (Merriam et al. 1990, Danielson and Hubbard 2000). However, in many of these studies, corridors have been regarded as simple links between isolated areas of natural habitat. Reality is much more complex. Corridors are rarely continuous or uniform in size. In addition, the effectiveness of corridors will vary by the specific requirements of the dispersing organism. Consequently the natural history (here represented as fecundity and dispersal kernel) and the ecology (competition and niche width) of the organism need to be explicitly considered within the context of varying landscape pattern. The goal of these simulations is to provide a sufficient understanding of these processes, and their relationships to landscape heterogeneity, to allow landscape metrics to be used to predict the usefulness of corridors for species that may differ greatly in their dispersal ability and life-history attributes.

The simulations reported here illustrate the potential range of effectiveness of corridors for plant dispersal. The simulations are useful because they allow a broad spectrum of factors to be considered, because dispersal is difficult to experimentally manipulate, because the effects of landscape pattern are poorly understood, and because community structure (i.e., the presence of competing species) can dramatically affect invasion success. Exploring these multiple factors and their interactions provided an opportunity to understand corridors and, perhaps of greater importance, to illustrate the linkage of pattern and process within heterogeneous landscapes. Although the particulars of each species, community, and corridor may result in unique outcomes, the broad scope of these simulations provide unusual insight into the relationships and interactions among annual plants and the pattern of corridors through which they may disperse. Four results are of particular note:
1. Pattern and process are scale dependent. The distribution of propagules around the parent plant differs greatly between species, being dependent on the morphology of the seed, its mode of transportation, and the environmental conditions which favor seed establishment (Harper et al. 1970). These species-specific characteristics interact with the local pattern of the landscape to produce scale-dependent patterns of dispersal and establishment (Table 6.2, Fig. 6.4). The scale-dependent nature of pattern and process within heterogeneous landscapes is a well-recognized phenomenon (Gardner et al. 1992, Keitt et al. 1997) and a key issue in landscape ecology (Levin 1992, Wu and Hobbs 2002). As the widths of corridors decline, the edge-to-area ratios increase. The loss of seeds across habitat boundaries can dominate seed dispersal events (e.g., van Dorp et al. 1997), with losses increasing as the widths of corridors decline and dispersal distances increase. Breaks in corridors do not prevent dispersal when fecundity is high (Table 6.2) and the tails of the dispersal kernel are long (Fig. 6.3). It is possible that this scale-dependency may allow island stepping stones to be sufficient to link widely separated populations (Keitt et al. 1997, Hewitt and Kellman 2002).

2. Effect of fecundity. Higher fecundity results in greater dispersal with a consequent increase in competitive advantage (Clark and Ji 1995, Lavorel and Chesson 1995). These simulation confirm the importance of fecundity, $R$ (Table 6.2), on the velocity of dispersal, $v$, but also show that $R$ is less important than landscape pattern ($H$ and $p$) for determining the final pattern of species distribution, $S$ (Table 6.4). Therefore, the consideration of the interaction between pattern and process is necessary to predict invasion and distribution of species within heterogeneous landscapes (Plotnick and Gardner 2002).

3. Competition dramatically reduces dispersal. The rate of dispersal dramatically declines as competition increases (Fig. 6.3). A critical threshold exists near the point where the competing species have an equal probability of establishment (i.e., a competitive ratio of 1.0), with the rate of invasion approaching zero when the resident species is a better competitor. If the form of this function is constant (and that remains to be determined), then it may be possible to reconcile differences in empirical measurements made within recently disturbed regions (i.e., in the absence of resident species) with those made in an established community (i.e., the equilibrium case). The former represents a maximum realized invasion rate, while the latter reflects reductions due to competition. Differences between these two cases are also measures of the importance of disturbance in the invasion process.
4. The importance of pattern. It is hardly surprising that variation in landscape pattern is an important determinant of the speed and establishment of an invading plant. However, characterizing the attributes of pattern that affect a particular process remains a challenging problem (Bartlett 1978). Because we generated landscapes with two parameters, $H$ and $p$, we have the luxury of being able to assess the impact of these parameters on the process of dispersal and establishment, $v$ and $S$ ($R^2 \sim 0.62$, Table 6.4). Patterns within actual landscapes are generated by complex environmental and historical events that are difficult to express with only a few parameters. Although the colinearity among landscape metrics (see the type III sum of squares, Table 6.5) makes it difficult to establish cause–effect relationships, only a few parameters are needed to adequately characterize pattern–process dependencies.

The analysis of dispersal of annual plants within corridors illustrates the larger issue of using metrics to identify pattern–process relationships in landscape ecology. The history of the development and use of landscape metrics is a recent one, evolving rapidly since O’Neill et al. (1988) presented a catalog of metrics. Simple metrics are certainly useful as a succinct description of spatial patterns, but pitfalls exist that hinder their use for determining pattern–process relationships. The well-known issue of colinearity (Riitters et al. 1995) noted above makes it difficult to define the most useful and robust set of pattern metrics. Without a clearly specified hypothesis the danger of a false positive (i.e., type II error) may be very large. A second pitfall is the existence of nonlinear relationships, including critical thresholds, where small changes in pattern induce disproportionately large changes in the process being studied. For instance, the amount of edge within random landscapes is maximized when $p = 0.5$ and is minimized when $p = 0.0$ and $1.0$. Because actual landscapes show similar patterns (Gardner et al. 1992, Turner et al. 2001) metrics based on patch size and/or edge are descriptively useful but prescriptively dangerous. Many of these problems stem from the widespread use of gridded integer maps which make the use of classical spatial statistics for hypothesis testing much more difficult (Turner et al. 2001).

More rigor is needed in landscape ecology to avoid the propagation of error when pattern–process relationships are studied within heterogeneous landscapes. Foremost is the need for identification of algebraic relationships among similar landscape metrics. The existence of colinearity among metrics is a statistical indicator that metrics may be directly or indirectly developed from more fundamental variables, such as $p$. Secondly, indices must be extensively tested within random and real landscapes to assess their efficiency and usefulness for description and prediction. Metrics that are not monotonic, or show critical
thresholds of change, should be separated from those whose sensitivity to change is constant across the range of patterns to be investigated.

An equal burden should be placed on the description of the landscapes used within each study. The source of data from which landscape maps were developed, the grain and extent of the study area, and the land-cover classification rules (or reclassification) rules should be thoroughly explained. In addition, the software-dependent neighborhood rules (Gardner 1999) used to identify pattern should be documented. Although these suggestions are familiar, a complete specification of analysis methods is required before results among landscape studies may be compared. Only when these conditions are met can we expect to see significant progress in determining pattern–process relationships within heterogeneous landscapes.
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